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Abstract
The relevance between antecedent and consequent has recently been regarded as essential in modulating the probability assigned 
to a conditional in natural language. The empirical results are mixed. Positive evidence mainly comes from intensional probability 
studies about ordinary, unique events. Extensional probability studies about novel abstract events commonly fail to observe such 
an effect. In extensional probability studies, a set of events is typically provided to sustain participants’ judgments. Depending on 
whether the antecedent and the consequent are true or false, the set can be divided into four subsets. When one or more subsets 
are empty, the set is called a boundary case. When the number of events becomes smaller, it becomes easier for boundary cases 
to occur. In previous extensional probability studies, however, boundary cases were normally not included in the test stimuli. In 
intensional probability studies, no explicit events are provided; participants have to mentally simulate a set of events from their 
own background knowledge to help them make judgments. The size of the mentally simulated sample is relatively small, especially 
when the judged statements are complex, like conditionals. It is then highly probable for the intensional probability studies to con-
tain boundary cases, even though they cannot be directly observed. Based on the previous analyses, we suspect that the difference 
observed in previous studies might be confounded by the fact that boundary cases were included in the former case but not in the 
latter. To test this possibility, we introduced boundary cases into our experiment involving abstract multiple events and observed 
that (1) when boundary cases were included in the analyses, modulation effect was observed for three of the four parameters; 
(2) when boundary cases were excluded from analyses, no modulation effect was observed. Reanalyses of previous intensional 
studies corroborated our hypothesis. We also discussed the potential reason why relevance effect and boundary cases cooccur.

Keywords  Probabilities of conditionals · Conditional Probability · Extensional versus intensional probability · The 
Relevance effect · Boundary cases

Introduction

A compound statement like “If A then C” is called a condi-
tional, with proposition A called the antecedent, and proposi-
tion C called the consequent. To determine the probability 
of indicative conditionals in natural language is essential 
to differentiate between different theories of conditionals.

Probability of conditional and conditional 
probability

Different proposals have been put forward in the litera-
ture regarding the probability assigned to the conditional 
(Over & Evans, 2024). First, in the earlier stage, experi-
ments were typically conducted to determine whether the 
material implication (Frege, 1960; Russell, 1906) defined 
in Boolean logic could explain the probability assigned to 
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the conditional (material conditional theory). According to 
the material conditional theory (Jeffrey, 2006), the condi-
tional “If A then C” is true in any case except when A is 
true and C is false. The probability of the conditional then 
equals 1 − p(A¬C), or equivalently to the sum of p(AC), 
p(¬AC), and p(¬A¬C) (see Appendix A for details on how 
these terms are defined). This viewpoint has primarily been 
disconfirmed from studies using abstract frequency informa-
tion (Evans et al., 2003; Oberauer & Wilhelm, 2003) and 
studies using ordinary unique situations (Over et al., 2007; 
Singmann et al., 2014). Second, the suppositional theory 
(Adams, 1965; Edgington, 1995; Oaksford & Chater, 2020; 
Stalnaker, 1970) hypothesized that the probability of a con-
ditional is the same as the conditional probability p(C|A). 
Third, the mental model theory (Johnson-Laird et al., 1999; 
Lopez-Astorga et al., 2021) proposed that cases where the 
antecedent A is false have no bearing on whether the condi-
tional “If A then C” is true or false. They have no bearing 
on the conditional’s probability either. The probability of 
the conditional either equals the joint probability p(AC), or 
equals to the conditional probability p(C|A).

The empirical literature has identified the conditional 
probability p(C|A) as the main predictor of the probability of 
conditionals, both in studies using abstract frequency infor-
mation (Evans et al., 2003; Fugard et al., 2011; Girotto & 
Johnson-Laird, 2004; Oberauer & Wilhelm, 2003; Oberauer 
et al., 2007) and in studies using ordinary unique situations 
(Over et al., 2007; Singmann et al., 2014; Skovgaard-Olsen 
et al., 2016, 2019). Not being orthogonally independent of 
the conditional probability, the joint probability p(AC) has 
also been observed as a significant predictor in some studies 
(Evans et al., 2003; Fugard et al., 2011; Girotto & Johnson-
Laird, 2004; Oberauer & Wilhelm, 2003; Oberauer et al., 
2007).

The relevance effect

In recent years, the research focus has shifted to determine 
whether the conditional probability is sufficient to explain 
the probability of conditionals. It is believed that for a con-
ditional to be accepted as true, there has to be an inferen-
tial link from the antecedent to the consequent, normally 
called the relevance effect (Skovgaard-Olsen et al., 2016). 
The inferential relation between the antecedent and the con-
sequent can be inductive, abductive, or deductive (Douven 
et al., 2018). The current study focuses on four variations of 
such deductive parameters.

First, some researchers (White, 2003) hypothesized 
that for a conditional to be assertable, the probability 
of confirmatory instances should be larger than that of 
disconfirmatory instances. Given the conditional “If the 
card is red, then it is round,” the cards that are red and 
round, together with the cards that are neither red nor 

round, are called confirmatory instances. On the contrary, 
the cards that are red but not round, together with those 
that are not red but round, are called disconfirmation 
instances. The modulating parameter is the probability 
difference between the confirmatory and disconfirmatory 
instances (Table 1, Δp1). Second, others (Crupi & Iacona, 
2021; Douven, 2015) held that the conditional probabil-
ity p(C|A) should be larger than the marginal probability 
p(C). The modulating parameter is then defined as the 
probability difference between conditional probability 
p(C|A) and the marginal probability p(C), weighted by 
the marginal probability p(¬C) (Table 1, Δp2). Third, 
still others (Rott, 1986, 2019; Spohn, 2012) believed that 
the conditional probability p(C|A) should be larger than 
the conditional probability p(C|¬A). The modulating 
parameter is then defined as the probability difference 
between p(C|A) and p(C|¬A) (Allan, 1980; Shanks, 1995; 
Sheps, 1958; Table 1, Δp3) or the probability difference 
between p(C|A) and p(C|¬A), weighted by the probability 
1 − p(C|¬A) (Cheng, 1997; van Rooij & Schulz, 2018; 
Table 1, Δp4).

One specific account that directly connects the modu-
lation parameter Δp3 to the conditional probability is the 
default-penalty hypothesis (Skovgaard-Olsen et al., 2016, 
2019). According to this hypothesis, when the relevance as 
described by Δp3 is positive, the probability of the condi-
tional will equal the conditional probability. When the rele-
vance is not positive, however, the equality will be disrupted. 
Empirically, the predictability of the conditional probability 
will be positively related to the modulation parameter Δp3: 
The effect of the conditional probability on the judged prob-
ability of the conditional will be weakened as the modulation 
parameter Δp3 becomes smaller.

Extensional probability and intensional probability

The empirical results about relevant effects are mixed. Posi-
tive evidence mainly comes from studies using realistic stim-
uli (Douven et al., 2022; Krzyżanowska et al., 2017; Over 
et al., 2007; Skovgaard-Olsen et al., 2016, 2017, 2019). In 
these studies, propositions are usually chosen to describe 
some ordinary situation that participants have almost surely 

Table 1   Parameters to modulate the probability of conditional (see 
Appendix A for details on how these terms are defined)
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experienced in their daily lives before the experimental set-
ting. The situation is typically unique. In this case, the prob-
ability is simulated from the participant’s personal knowl-
edge before the experimental setting (Costello & Watts, 
2014). These probabilities are called intensional probabili-
ties (Johnson-Laird et al., 1999; Lopez-Astorga et al., 2021; 
Tversky & Kahneman, 1983), because personal knowledge 
is subjective, independent of the experimental setting, and 
can differ between participants. Intensional probabilities 
cannot be directly calculated from the experimental setting 
and must be indirectly retrieved from participants’ subjec-
tive judgment.

Negative evidence mainly results from studies using arti-
ficial stimuli (Oberauer et al., 2007; Singmann et al., 2014). 
In these studies, propositions usually describe abstract mate-
rials of which participants have no background knowledge. 
A set of new situations is provided explicitly or in the form 
of frequency information, with which the probabilities could 
be deduced. In this case, the probabilities can be directly cal-
culated from the ratio or the relevant frequencies of the cards 
provided in the experimental setting. These probabilities are 
called extensional probabilities (Johnson-Laird et al., 1999; 
Lopez-Astorga et al., 2021; Tversky & Kahneman, 1983) 
because they are objective and are supposed to be the same 
for all participants.

Experiment preview

The crucial aspect distinguishing the two groups of studies 
is that the information used to estimate the probability of the 
conditional is provided in extensional probability studies but 
not in intensional probability studies.

In extensional probability studies, a set of cards is typi-
cally provided to help participants’ probability judgment of 
the conditional “if the card is red then it is round.” Depend-
ing on whether the antecedent and the consequent are true or 
false, the set of cards can be divided into four subsets. When 
the number of cards in the given set becomes smaller, it usu-
ally gets easier for one or more subsets to become empty. In 
previous studies, however, the four subsets were artificially 
manipulated to contain at least one card; that is, none of the 
subsets was empty.

In intensional probability studies, no information is pro-
vided to help participants’ probability judgments. To judge 
the probability of the conditional statement, participants 
have to retrieve a series of episodes from the long-term 
memory of their own background knowledge and mentally 
simulate the sampling process similar to that described in 
the extensional studies (Costello & Watts, 2014; Zhu et al., 
2020). Judging a complex statement (a conditional statement 
is complex) is computationally expensive, and only a small 
number of cases can be simulated. It is then highly probable 
that one or more subsets of the mentally simulated episodes 

are empty, and one or more joint probabilities are judged 
to be zero. In the probabilistic truth-table task reported by 
Douven et al. (2022), for example, 63.9% of trials (3,610 
of 5,650 trials) have one or more joint probabilities equal-
ing zero (cf.: https://​osf.​io/​7x63j/). Joint probabilities are 
not available in the experiments of Skovgaard-Olsen et al. 
(2016). However, some clues can be used to estimate the 
proportion. For example, p(C|A) = 0 means that the joint 
probability p(AC) = 0 and the subset AC is empty, and 
p(C|A) = 1 means that the joint probability p(A¬C) = 0 (i.e., 
the subset A¬C is empty). When the judged probability of 
the conditional is 0 or 1, it is also highly probable (not neces-
sarily) that one or more joint probabilities are zero. Based on 
these considerations, we suspect that about 34.4% of trials 
(756 of 2,196 trials) in Skovgaard-Olsen et al. (2016) contain 
at least one empty subset (cf.: https://​osf.​io/​j4swp/).

Based on the previous analyses, we suspect that the differ-
ence between extensional and intensional probability studies 
may be confounded by whether empty subsets were included 
in the experimental settings. To tease this confounding apart, 
we conducted an extensional probability study, including 
boundary conditions with empty subsets.

Our experiment

Participants

Eighty college students (33 men, 47 women) from Beijing 
Language and Culture University, with an average age of 
22.56, participated in the experiment. All participants were 
native Chinese, had not studied any logic course before, 
and had not participated in related experiments. Informed 
consent was obtained from each participant, and they were 
debriefed about the study’s aims after completing the experi-
ment. This study was conducted in accordance with the 
Beijing Language and Culture University Committee on 
Human Research Protection’s recommendations, with writ-
ten informed consent obtained from all subjects. The Bei-
jing Language and Culture University Committee on Human 
Research Protection approved the protocol.

Stimuli

Each trial consists of a test sentence printed at the top and a 
test image at the bottom (Fig. 1). The test sentence remains 
the same across all test trials (i.e., “If the card is red, then 
it is round”; this sentence is the English translation of the 
original Chinese sentence). A test image presents a set of 
cards. Cards used in all test images have only two possi-
ble colors (Red and Blue) and two possible shapes (Round 
and Square). The set of cards in a trial was composed of 
four subsets: AC (Red–Round), A¬C (Red–Square), ¬AC 

https://osf.io/7x63j/
https://osf.io/j4swp/
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(Blue–Round), and ¬A¬C (Blue–Square). Each subset of 
cards was displayed as a separate row in the test image: 
Cards in the same subset were placed in the same row, and 
cards from different subsets were placed in different rows. 
Cards in each row were partially overlapped, allowing par-
ticipants to see only the far-right card content. However, the 
number of cards in a subset was indirectly reflected in the 
length of the corresponding row. The number of cards in 
each subset (each row) could be 0, 9, 18, or 36, resulting in 
4 (AC: 0, 9, 18, 36) × 4 (A¬C: 0, 8, 18, 36) × 4 (¬AC: 0, 8, 
18, 36) × 4 (¬A¬C: 0, 8, 18, 36) = 256 test images. A row 
with its length equaling the image’s width indicates that the 
subset has 36 cards (Fig. 1, Row 4, ¬A¬C). An empty row 
suggests the subset has no card (Fig. 1, Row 3, AC). A row 
with a length between the previous two indicates that the 
subset has 9 (Fig. 1, Row 1, A¬C) or 18 (Fig. 1, Row 2, 
¬AC) cards. The spatial orders of the four rows were pseu-
dorandomly changed across the 256 images.

Procedure

The test stimuli were presented with PsychoPy 3.0 (Peirce 
et al., 2019). The experiment began with written instruc-
tions (in Chinese) that explained the test stimuli and par-
ticipants’ tasks. In each test trial, participants were asked to 
assume that the test sentence was uttered by someone who 
randomly selected a card from the given set without looking 
at the card’s content. Using a probabilistic truth-table task, 
participants were asked to judge the probability for the test 
sentence “If the card is red, then it is round” to be true by 
entering a value between 0 (= absolutely impossible) and 
100 (= definitely/absolutely sure) within 8 s. Participants 
were required to give their intuitive estimation without using 
a precise mathematical calculation. All 256 trials were pre-
sented to each participant in a pseudorandom order, with 
each trial offered on a separate page. Four more trials were 

presented as practice. It took approximately 20 min to com-
plete the entire experiment.

Data processing

First, we divided the test stimuli into 2 (AC: empty vs. non-
empty) × 2 (A¬C: empty vs. nonempty) × 2 (¬AC: empty vs. 
nonempty) × 2 (¬A¬C: empty vs. nonempty) = 16 groups 
according to whether a specific subset was empty or not. 
All groups except Group 16 contained one or more empty 
subsets. A histogram then displays the judged probabilities 
for each group (Fig. 2). The histograms enclosed in a red 
box labeled n(AC) = 0 represent the test stimuli for which the 
subset AC is empty. In contrast, the histograms enclosed in a 
blue box labeled n(AC) ≠ 0 correspond to test stimuli where 
the subset AC was not empty. The histograms enclosed in 
the green box labeled n(¬A¬C) = 0 involve test stimuli for 
which the subset ¬A¬C is empty, while the histograms in 
the purple box labeled n(¬A¬C) ≠ 0 involve test stimuli for 
which the subset ¬A¬C was not empty. The histograms in 
the columns labeled n(A¬C) = 0 involved test stimuli where 
the provided cards did not include the red and square items; 
the histograms in the columns labeled n(A¬C) ≠ 0 involved 
test stimuli where the provided cards included the red and 
square items. The histograms in rows labeled n(¬AC) = 0 
involved test stimuli in which the provided cards did not 
include the blue and round ones. In comparison, the histo-
grams in rows labeled n(¬AC) ≠ 0 involved test stimuli in 
which the provided cards included the blue and round ones.

Second, we filtered the obtained data to ensure that the 
explored modulation parameters were adequately defined 
before the statistical modeling (Table 2). (a) For Δp1 and 
the conditional probability p(C|A) to be defined, p(A) and 
n(A) should not be zero (i.e., subsets AC and A¬C should not 
be empty at the same time). When conducting the analyses, 
Groups 1, 3, 9, and 11 were filtered out. (b) For Δp2 to be 
defined, p(¬C) and n(¬C) should not be zero (i.e., subsets 
A¬C and ¬A¬C should not be empty at the same time). 
When conducting the analyses, Groups 1, 3, 9, 11, 5, and 7 
were excluded. (c). For Δp3 to be defined, p(¬A) and n(¬A) 
should not be zero (i.e., subsets ¬AC and ¬A¬C should not 
be empty at the same time). When conducting the analyses, 
Groups 1, 3, 9, 11, 2, 5, and 6 were excluded. (d). For Δp4 
to be defined, joint probability p(¬A¬C) and subset ¬A¬C 
should not be zero. When conducting the analyses, Groups 
1, 3, 9, 11, 2, 5, 6, 4, 7, and 8 were excluded.

Third, we fitted the filtered data to a binomial gener-
alized linear mixed model (GLMM) using the package 
MixedModels.jl (Alday & Bates, 2025) in the Julia (Bezan-
son et al., 2017) programming language to determine the 
modulation effect of the proposed parameters. The model 
used participants’ probability ratings as the response vari-
able. The model had two fixed terms: The conditional 

Fig. 1   An example of the test stimuli. (Color figure online)
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probability p(C|A) and a specific modulation parameter 
being explored (Table 1). The fixed effects included the 
two terms' main effects and their interactions. The model 
had two random terms: Participants and items (images). 
The random effects included both the random intercept and 

the random slope for each random term. The model was 
written as Probability ~ 1 + p(C|A) × Δp + (1 + p(C|A) × Δp 
| participants) + (1 + p(C|A) × Δp | images) in Julia, where 
Δp stands for the specific modulation parameter being ana-
lyzed. The raw data, the Julia code, and the modal fitting’s 

Fig. 2   Histograms of the 16 groups of the obtained data. (Color figure online)

Table 2   Criteria to filter the obtained data for specific modulation parameters

Parameter  p(C|A) p(C|¬A) p(¬A¬C)   p(¬C)  Groups Excluded
n(A) = n(AC) + n(A¬C) = 0    n(¬A) =n(¬AC) + n(¬A¬C) = 0  n(¬A¬C) = 0 n(¬C) = n(A¬C) + n(¬A¬C) = 0   

p(A) = p(AC) + p(A¬C) = 0   p(¬A) = p(¬AC) + p(¬A¬C) = 0  p(¬A¬C) = 0  p(¬C) = p(A¬C) + p(¬A¬C) = 0 

Groups: 1,3,9,11  Groups: 1,2,5,6  Groups: 1,2,5,6;3,4,7,8 Groups: 1,3,5,7 

ΔP1 × 1,3,9,11
ΔP2 × × 1,3,9,11; 5,7
ΔP3 × × 1,3,9,11; 2,5,6
ΔP4 × × × 1,3,9,11; 2,5,6; 4,7,8
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outputs were stored at the OSF repository (https://​osf.​io/​
t5xr3/?​view_​only=​7bbb0​782f4​4c486​5a547​9cc6f​ac254​dd).

Results

Including versus excluding empty subsets

For each modulation parameter, we fitted the same model 
to two data sets: (a) all data were included in the analyses 
as long as the parameter was adequately defined (Fig. 2 
and Table 2); (b) only data from Group 16 (Fig. 2) were 
included, where none of the four subsets was empty. The 
results were summarized in Table 3. The effects of Δp1 
were different from the other three parameters. (1) For 
Δp1, the only significant effect was the conditional prob-
ability, regardless of the specific data set. (2) For param-
eters Δp2–Δp4, (a) when empty subsets were included in 
the analyses, both conditional probability and the modula-
tion parameter, as well as their interaction, had significant 
effects; (b) when empty subsets were excluded from the 
analyses, the only significant predictor that survived was 
the conditional probability.

Comparing the four modulation parameters

To compare the effects of the four modulation parameters, 
we fitted the model Probability ~ 1 + p(C|A) × Δp + (1|partici-
pants) + (1|images) to the following two data sets: (a) The first 
data set includes empty subsets as long as all four parameters 
were appropriately defined. As a result, all data except for 
Groups 1, 3, 9, 11, 2, 5, 6, 4, 7, and 8 were included in the 
analyses. (b) The second data set excludes data with empty 
subsets, including Group 16 only. The results were sum-
marized in Table 4. When empty subsets were included, it 
seemed that Δp2 was the best, followed by Δp4 and then Δp3. 
Δp1 was not as good as the other three parameters. When 

empty subsets were excluded from the analyses, the models 
for the four parameters were nearly identical.

Extensional versus intensional probability

The dependent variable, the probability of the conditional, is 
bounded between 0 and 1. When the conditional probability 
p(C|A) equals 0 or 1, it indicates that empty subsets are pre-
sent in the test stimuli. If the dependent variable is 0 or 1, it 
is also highly probable (though not sure) that empty subsets 
are included in the test stimuli. To compare our results with 
those obtained in intensional probability studies, we reana-
lyzed the results of Skovgaard-Olsen et al. (2016) with two 
changes: (a) In addition to the linear (mixed) model, we also 
fitted a generalized linear (mixed) model. (b) In addition to 
the full data, we also fitted the two models to the filtered data 
where the boundary cases were excluded: The cases where 
the judged conditional probability p(C|A) or the probability 
of the conditional was 0 or 1 (we must stress that the filtering 
criteria are rough, and the results are preliminary and tenta-
tive). The results (Table 5) were similar to our observations 

Table 3   Effects of the conditional probability and the modulation parameter when empty subsets were included in or excluded from the analyses

Parameter p(C|A) Δp p(C|A) × Δp

Empty subsets included
   ΔP1 β = 4.31, z = 14.59, p < 1e-97 β = 0.26, z = 0.99, p =.3201 β = −0.48, z = −1.17, p =.2439
   ΔP2 β = 4.67, z = 19.08, p < 1e-80 β = 0.57, z = 3.14, p =.0017 β = −1.01, z = −3.30, p =.0010
   ΔP3 β = 4.16, z = 16.37, p < 1e-59 β = 0.79, z = 3.59, p =.0003 β = −1.29, z = −3.52, p =.0004
   ΔP4 β = 4.64, z = 15.97, p < 1e-56 β = 0.45, z = 3.34, p =.0009 β = −0.89, z = −3.44, p =.0006

Empty subsets excluded
   ΔP1 β = 2.84, z = 12.70, p < 1e-36 β = 0.03, z = 0.09, p =.9289 β = 0.02, z = 0.03, p =.9738
   ΔP2 β = 2.88, z = 13.50, p < 1e-40 β = 0.13, z = 0.40, p =.6881 β = −0.22, z = −0.38, p =.7013
   ΔP3 β = 2.88, z = 12.31, p < 1e-34 β = 0.01, z = 0.04, p =.9719 β = −0.03, z = −0.05, p =.9635
   ΔP4 β = 2.87, z = 13.48, p < 1e-40 β = −0.01, z = −0.08, p =.9374 β = 0.03, z = 0.12, p =.9026

Table 4   Results of model comparisons between different modulation 
parameters

Parameter Loglikelihood Deviance AIC AICc BIC

Empty subsets included (Exclude groups: 1, 3, 9, 11, 2, 5, 6, 4, 7, 8)
   ΔP1 −106833.0 166229.0 213678.0 213678.0 213723.0
   ΔP2 −106798.0 166159.0 213609.0 213609.0 213654.0
   ΔP3 −106810.0 166184.0 213633.0 213633.0 213678.0
   ΔP4 −106801.0 166165.0 213614.0 213614.0 213659.0

Empty subsets excluded (Only include group: 16)
   ΔP1 −30272.0 29738.0 60556.0 60556.0 60597.0
   ΔP2 −30271.0 29737.0 60556.0 60556.0 60595.0
   ΔP3 −30272.0 29738.0 60556.0 60556.0 60596.0
   ΔP4 −30272.0 29738.0 60556.0 60556.0 60597.0

https://osf.io/t5xr3/?view_only=7bbb0782f44c4865a5479cc6fac254dd
https://osf.io/t5xr3/?view_only=7bbb0782f44c4865a5479cc6fac254dd
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(using GLMM rather than LMM): When all the data were 
included in the analyses, both the main effect of the param-
eter and its interaction with the conditional probability were 
observed. When the boundary cases were excluded from the 
analyses, the only significant effect remaining was the con-
ditional probability p(C|A).

Source of the modulation effect

We now focus on the modulation parameter Δp3. Modu-
lation parameter Δp3 is not orthogonal to p(C|A) but is a 
linear combination of two conditional probabilities p(C|A) 
and p(C|¬A)—that is, Δp3 = p(C|A) − p(C|¬A). The mod-
ulation effect of Δp3 can be reduced to p(C|A), p(C|¬A), 
or both. If it is partially reduced to p(C|¬A), then p(C|¬A) 
should also have an effect. If the effect of p(C|¬A) was not 
observed, the effects of Δp3 should be solely reduced to 
that of p(C|A). The interaction of Δp3 with p(C|A) should 
actually be the high-order effects of the conditional prob-
ability p(C|A)—that is, p(C|A) × Δp3 = p(C|A) × (p(C|A) 
+ p(C|¬A)) = p(C|A)2 + p(C|A) × p(C|¬A). To explore this 
possibility, we fitted the model: P​rob​abi​lity ~ 1 + p(C|A) + 
p(C|A)2 + p(C|¬A) + (1 + p(C|A) + p(C|A)2 + p(C|¬A) | par-
ticipants) + (1 + p(C|A) + p(C|A)2 + p(C|¬A) | images) to our 
data, either including or excluding the empty subsets. The 
results were summarized in Table 6. The conditional prob-
ability p(C|A) had a linear-order effect regardless of whether 
the empty subsets were included. The second-order effect of 

p(C|A) existed only when empty subsets were included in 
the analyses. The other conditional probability p(C|¬A) did 
not have an effect, whether the empty subsets were included 
or not. This is in accordance with our earlier observation 
that the parameter Δp1 defined from the linear combina-
tion of the four subsets did not have a modulation effect. 
These results suggest that the modulation effect of Δp3 actu-
ally reflects some nonlinear high-order effect introduced by 
the conditional probability p(C|A).

Discussion
First, the modulation effects observed in intensional prob-
ability studies were successfully replicated in our study 
using extensional probabilities. The trick is to include 
boundary cases in the test stimuli (one or more empty 
subsets) to trigger participants’ boundary responses. In 
intensional probability studies, no information is experi-
mentally provided to trigger participants’ responses. 
Participants must mentally simulate several cases and 
make their judgments based on the simulated scenarios. 
Restricted by the limited capacity of mental information 
processing, the simulated sample size is relatively small 
(Zhu et al., 2020), especially when the judged statement 
is complex, such as conditionals. A small sample is more 
probable to be a boundary one (i.e., containing one or more 
empty subsets). The boundariness of the simulated sample 
cannot be directly observed, but it is reflected in partici-
pants’ boundary responses. Parallel to extensional studies, 

Table 5   Reanalyses of Skovgaard-Olsen et al.’s (2016) experiment on indicative conditionals

Note:  The model we used is probability ~ 1 + p(C|A) × Δp3 + (1 + p(C|A) × Δp3 × group| participants) + (1 + p(C|A) × Δp3 × group |items). Δp3 
was categorically coded as negative relevance, irrelevance, and positive relevance. When conducting the analyses, Δp3 was dummy-coded with 
negative relevance as the baseline. group signifies whether participants were required to judge the probability or acceptability of the conditional 
statement

Boundary Cases p(C|A) Positive Relevance Irrelevance p(C|A) : Positive Rel-
evance

p(C|A) : Irrelevance

Linear Mixed-Effects Model
   Include β = 0.62, z = 14.70, p 

< 1e-48
β = 0.18, z = 6.01, p < 

1e-08
β = 0.01, z = 0.89, p 

=.3726
β = 0.15, z = 3.22, p 

=.0013
β = −0.19, z = −3.20, p 

=.0014
   Exclude β = 0.70, z = 15.76, p 

< 1e-48
β = 0.10, z = 3.66, p < 

1e-55
β = 0.05, z = 2.13, p 

=.0330
β = 0.14, z = 2.89, p 

=.0039
β = −0.16, z = −2.32, p 

=.0202
Generalized Linear Mixed-Effects Model
   Include β = 3.55, z = 11.14, p 

< 1e-28
β = 1.15, z = 4.19, p < 

1e-04
β = 0.22, z = 0.80, p 

=.4246
β = 0.67, z = 1.49, p 

=.1366
β = −0.98, z = −2.19, p 

=.0288
   Exclude β = 3.39, z = 8.47, p < 

1e-16
β = 0.56, z = 1.72, p 

=.0855
β = 0.42, z = 1.31, p 

=.1912
β = 0.79, z = 1.42, p 

=.1555
β = −0.92, z = −1.66, p 

=.0962

Table 6   Effects of p(C|A), p(C|A)2, and p(C|¬A) 

Empty subsets p(C|A) p(C|A)2 p(C|¬A)

Include β = 5.26, z = 9.20, p < 1e-19 β = −1.11, z = −2.19, p =.0284 β = 0.01, z = 0.13, p =.8966
Exclude β = 2.69, z = 3.12, p =.0018 β = 0.19, z = 0.23, p =.8196 β = 0.01, z = 0.04, p =.9708
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removing boundary responses from analyses will eliminate 
the parameter’s modulation effect.

Second, the modulation effect of Δp3 actually reflects 
the second-order effect of the conditional probability. This 
modulation effect, a second-order effect of the conditional 
probability, can only be observed when boundary cases are 
included in the analysis. If we assume the true relationship 
between the probability of the conditional and the condi-
tional probability is linear, the modulation effect means that 
the linear relationship was distorted by the occurrence of 
boundary cases. In our experiment, a boundary case (where 
one or more subsets are empty) may push the conditional 
probability to the boundary (0 or 1). When the conditional 
probability is used to predict the probability of the con-
ditional, the probability of the conditional is then overes-
timated or underestimated with regard to the conditional 
probability. This is corroborated by the observation that 
judgment of probabilities tends to be distorted at or near 
the probability boundaries (Hilbert, 2012; i.e., people tend 
to underestimate high values and overestimate low ones).

Third, it is acknowledged that a sense of relation between 
the antecedent and the consequent is normally obtained 
when encountering a conditional statement. The results of 
the current experiment, however, remain neutral on whether 
the relevance effect is a kind of semantics like the conven-
tional implicature (Douven, 2008; Douven et al., 2018; 
Krzyżanowska & Douven, 2018; Krzyżanowska et  al., 
2017; Skovgaard-Olsen, 2016), or a kind of pragmatics like 
the conversational implicature (Grice, 1989; Quine, 1950) 
or the discourse coherence (Cruz et al., 2016; Lassiter, 
2022, 2024; Lassiter & Li, 2024; Over, 2023). The current 
experiment even remains neutral on whether the relevance 
effect is a necessary component or not for a conditional 
statement. What we observed in the current experiment is 
that the evidence reported in the literature to support the 
occurrence of the relevance effect may be confounded by 
other factors. These observations have two implications: 
First, the evidence reported to support the occurrence of 
the relevance effect is not solid enough. Second, cases with 
the same relevance effect may have different psychological 
statuses depending on whether the specific case falls at the 
boundary or not.
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